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ABSTRACT

Visual analytic systems, especially mixed-initiative systems, can
steer analytical models and adapt views by making inferences from
users’ behavioral patterns with the system. Because such systems
rely on incorporating implicit and explicit user feedback, they are
particularly susceptible to the injection and propagation of human
biases. To ultimately guard against the potentially negative effects
of systems biased by human users, we must first qualify what we
mean by the term bias. Thus, in this paper we describe four different
perspectives on human bias that are particularly relevant to visual
analytics. We discuss the interplay of human and computer system
biases, particularly their roles in mixed-initiative systems. Given that
the term bias is used to describe several different concepts, our goal is
to facilitate a common language in research and development efforts
by encouraging researchers to mindfully choose the perspective(s)
considered in their work.

Index Terms: H.5.0 [Information Systems]: Human-Computer
Interaction—General

1 INTRODUCTION

Visual analytic applications foster exploratory data analysis by com-
bining computational techniques with interactive visualizations. A
critical aspect of visual analytics is understanding how to incorporate
user feedback. Such human-in-the-loop approaches to analysis allow
people to leverage their domain expertise and reasoning abilities to
make sense of data and gain insight. Particularly relevant to mixed-
initiative systems [20], the principles that frame our understanding
of these systems include a balance of responsibility between systems
and people (i.e., an understanding of who does which specific tasks).
When successful, machines and people work together to engage in a
dialog about the data.

In visual analytics, we observe a trend in how user interaction
is incorporated. First, systems can take direct input from users to
change views, direct analytic models, and perform other analytic
tasks. Second, we observe a rise in systems that learn from people’s
interactions and behaviors, build user models, and adapt the system
based on the system’s interpretation of the user’s interests, analytic
process, etc. Generally, both approaches to incorporating user inter-
action result in people guiding the analytic process by adapting the
ways data is computed, visualized, and otherwise transformed.

However, what if this human guidance is faulty? While people
have immense sensemaking and reasoning abilities as well as valu-
able domain expertise, we also know that people are susceptible to
innate biases. In current system designs and implementations, these
biases can be incorporated and propagated throughout the system.
For example, if someone exhibits confirmation or anchoring bias
while analyzing data, the analytic models and views could amplify
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the bias and lead to potentially biased or incorrect results. How do
we build mixed-initiative visual analytic systems that are aware of
this challenge and ideally guard against it? Recent work has begun
to address how bias materializes in visual analytics [8, 16,47].

An important first step toward understanding and leveraging bias
is to review how we might define and formalize human bias in the
scope of mixed-initiative visual analytics. Cognitive, behavioral, and
social sciences have described many ways bias can occur in people’s
analytic processes [23, 35, 38], decision-making strategies [3, 9],
and other behaviors. Motivated by the overloaded use of the term
“bias” to describe different models and concepts, we thus present
four perspectives on human bias, including (1) bias as a cognitive
processing error, (2) bias as a filter for information, (3) bias as a
preconception, and (4) bias as a model mechanism. These perspec-
tives represent four commonly adopted takes on the term “bias.” The
four perspectives are not mutually exclusive; rather, they present
different, potentially overlapping perspectives on bias in the context
of visual analytics.

To more concretely discuss how bias can affect visual analytics,
consider the following example. Suppose Susan is using a visual
analytic tool to explore possibilities for purchasing a new home. She
uses the tool to browse photos, explore different areas of the city, and
refine her understanding of what features of a home are important
to her. From her exploration, she intends to go view the homes
in person and ultimately make a purchasing decision. Throughout
the following sections, we will describe how each perspective on
bias can impact Susan’s process and visual analytics in general. For
each perspective, we provide a brief description, present an example
scenario, and discuss how it influences visual analytics.

2 BIAS As A COGNITIVE PROCESSING ERROR

Description: From heuristics and bias research, bias is an error
resulting from an unconscious deviation from rational behavior.
Cognition is frequently conceptualized as a dual-process [7]. The
two processes are often termed “intuition” and “reason” [22], the
former being responsible for making quick, automatic decisions,
and the latter being responsible for making deliberate, reflective
decisions. It is one’s quick judgments that are subject to errors.
Stanovich and West referred to the two cognitive processes as
system 1 (intuition) and system 2 (reason) [40]. In this analogy,
system 1 is largely subconscious and prone to making errors (bias),
while system 2 is responsible for recognizing and correcting errors
through intentional deliberation. These types of errors result from
shortcuts in cognition, broadly referred to as heuristics [22]. Bias
then is described as the method or mechanism by which the error
occurs. However, the process of heuristic decision making does not
always lead to errors; it usually facilitates fast decision making.
Example: From this perspective, there are dozens of types of
bias. One such example is anchoring bias [45], which refers to
the tendency to be heavily reliant on an initial value or anchor. It
is analogous to a center of mass: people are unlikely to strongly
deviate from center. In Susan’s home-buying scenario, she will
likely be subject to anchoring bias during the price negotiation of
her purchase. That is, the home’s initial list price forms an anchor
point and will thus subconsciously impact the amount she is willing
to offer. Susan’s offer for the home might have been very different
had she made an offer given a different initial list price. She might



even pay more money for the same home due to the tendency not to
strongly deviate from the anchor point. Thus, systems apprised of
probable cognitive errors like anchoring bias have the potential to
help users make better decisions by guarding against such errors.
Relevance to Visual Analytics: Common heuristic errors include
confirmation bias [31] which describes the way people tend to accept
confirmatory evidence of a pre-existing hypothesis and dismiss con-
trary information. Another common error is availability bias [44],
where people tend to rely more heavily on information that is easily
remembered (e.g., most recent). Similarly, the attraction effect [21]
describes the tendency for a decision to be influenced by an inferior
alternative. Collectively, these errors shape the way people search
for and interpret information. Recently, Dimara et al. [8] showed
that the attraction effect is present in users of information visual-
izations. Hence, bias impacts users outside of laboratory decision
making studies and can lead to incorrect decisions and inefficiencies
in visualization-supported analytic processes.

3 BIAS AS A FILTER FOR INFORMATION

Description: Bias acts as a filter through which we manage and
perceive information. The challenge of information overload [28]
motivates this analogy. Information overload, now commonly lever-
aged in consumer research to influence purchasing behavior, refers
to a point beyond people’s cognitive and perceptual limits where
performance and decision making suffer [27]. One’s filter or bias
thus determines how sensory information is distinguished and inter-
preted [15].

The literature on goal-directed attention and resource allocation
posits that all perception is guided by top-down influences, such as
the allocation of endogenous attention [10,36,41]. Top-down per-
ception governs which sensory information is identified in a scene
based on goals. Bias does not make for a purely objective filter
for information, however. Heuer refers to perception as an “active”
process (compared to passive) that “constructs” reality (rather than
records it) [19]. Similarly, obvious or important information is some-
times filtered out. For example, in one classic selective perception
task, participants were asked to count how many times basketball
players on a team passed the ball [39]. Most participants count
the appropriate number of passes but about half fail to perceive a
glaringly misfit player walk across the court. In contrast to top-down
perception, bottom-up perception refers to the way external factors
influence attention [37]. When there is a loud noise or someone says
your name across the room, you notice despite top-down attentional
and perceptual focus.

Example: In our home-buying scenario, Susan may experience
information overload [28] as she explores homes on the market in a
visual analytic tool. She might see hundreds of homes available in
the area, each with dozens of attributes. Thus, her filter or bias will
govern which information she perceives and which she dismisses.
By leveraging knowledge about people’s perceptual strengths and
limitations, systems can present information in ways that are easy
for users to understand.

Relevance to Visual Analytics: A great deal of research in percep-
tion has been leveraged by researchers in information visualization
and visual analytics to present information in ways that are most
perceptually accessible [12]. Preattentive processing theory [42], for
example, describes the nature and limits of visual information pro-
cessing. In creating visual representations of data, this is often used
by designers as a guide to prevent overwhelming users’ perceptual
limitations. Similarly, Gestalt principles [24] refer to the relation-
ships inferred by the visual system based on proximity, groupings,
symmetry, etc. between visual elements. Thus, understanding how
people’s filters work can inform things like which visual widgets or
elements to place in close proximity to one another or which graph
layout algorithm is most appropriate.

4 BIAS AS A PRECONCEPTION

Description: Analysts approach mixed-initiative systems bringing
all their experiences and internal influences that unconsciously shape
their approaches to the analysis process. This, in turn, influences the
ways they interact with systems. The consequence is that the user
model within the system, the analytic products, and provenance may
be shaped by each individual’s unconscious biases. These types of
bias may seem to have little to do directly with the task at hand. Yet,
because they shape the person, there is a high likelihood they can
influence mixed-initiative sensemaking.

Unconscious biases arise in a number of ways. They derive from
a person’s cultural beliefs and traditions, which include their implicit
assumptions and expectations regarding stereotypes. Unconscious
biases result from general self-confidence or self-esteem, as well
as comfort or familiarity level with the capabilities of the machine
analytics and interface functions. Related personality traits render
some people more risk seeking or risk averse, shaping how they push
boundaries exploring a space of hypotheses or push the capabilities
of the computational system. These characteristics are thus seen as
a source of individual variability between people.

Example: Susan is avoiding listings for houses downtown in the
city. Having lived in the suburbs for many years, Susan assumes that
neighborhoods near downtown have higher crime rates and lower
economic stability. She believes she should not make a housing
investment there. The availability of recent census results and police
reports within the real estate analytic tools enable Susan to explore
her assumptions and refine her thinking. A mixed-initiative system
may detect her avoidance of downtown properties and could prompt
her to challenge her assumptions with the related data.

Relevance to Visual Analytics: Unconscious biases shape ana-
lysts” assumptions and stereotypes about analytical tools and mixed-
initiative aids, and they shape assumptions and stereotypes about
the data / analytical subjects (e.g., presumed reliability or trustwor-
thiness of certain sources). Implicit attitudes shape the formulation
of hypotheses and the questions about the assumptions and the con-
sequences of those hypotheses. Klein and colleagues posited that
the entire sensemaking process begins with a practitioner framing
the problem, and the selected framework, however minimal, then
shapes what an analyst thinks about and what structure they think
with [23]. Frames reflect a perspective an analyst takes to make
sense of data or to solve a problem. As implicit attitudes shape
an analyst’s perspective, they shape the analyst’s frames, thereby
shaping the sensemaking process.

Expertise, derived from general experience as well as explicit
training, further shapes the analytical process and is shaped by im-
plicit biases. Expertise can impact expectations and perceptions of a
mixed-initiative system and the interpretations of the information vi-
sualizations under consideration. Expertise in forensic analytics, for
example, may make analysts more conservative in their judgments,
shaped in part by their expert understanding of the consequences
of their decisions. Expertise often also provides the user with a
better understanding of the limitations of the analytical tools or data
collection practices, which can shape more nuanced interpretations
during the analysis process.

Because they are built to record a number of different types of
user behaviors throughout the analysis process, mixed-initiative
systems may be particularly well-positioned to aid in the assessment
of unconscious biases of analysts. We argue that it is possible
for a mixed-initiative system to capture and integrate unconscious,
preconception biases into analytics through the user model.

5 BIAS AS A MODEL MECHANISM

Description: Bias is the term often used in cognitive modeling to
describe a decision boundary or a tendency toward one response
option over another. Cognitive models are mathematical and com-
putational approaches to formally describe mechanisms supporting



perception, memory, decision making, and other cognitive func-
tions [5]. A number of these models include a mechanism explicitly
called bias, or they use a combinations of mechanisms to capture
the ways the aforementioned types of bias manifest in measurable
behaviors, like response choice and speed. Models with explicit
bias mechanisms often contain a bias parameter or measure bias as
a relationship between parameters. Here, we will review two major
perspectives on bias as a model mechanism, one which formalizes
bias within models of mental organization and another which for-
malizes bias in models of decision making dynamics. Both types of
behavior are necessary in visual analytics, as analysts work through
their sensemaking processes of organizing information and weighing
evidence against potential hypotheses and interpretations. As inter-
active visual analytic systems aid in the externalization of analysts’
mental models, model mechanisms can help us interpret how bias is
reflected in the patterns and dynamics of their interactions.

One approach to modeling bias addresses the question: where do
people mentally “draw the line”” between one response option and
another when performing an analytic task? Many models of percep-
tual choice or organization describe information representation with
two mechanisms. One mechanism is spatial organization that groups
pieces of information by similarity/proximity; like objects are close
in space or clustered together. The second mechanism is at least
one boundary that divides the space into response regions; object
labels or choices are made according to the response regions defined
by the boundary. Examples of these models include the theory of
signal detection for finding signals in noise [18,26] or categoriza-
tion models [33] for clustering and labeling groups of objects. Bias
in these models is described by a weighting of boundary regions
(representing bias toward certain responses) or a feature weighting
(representing how much the respondent emphasized certain features
over others).

Another major use of bias parameters is found in models of
information processing dynamics behind the time to make a decision.
These dynamic decision models characterize the choice between
two options as a stochastic process whereby information about the
options is incrementally sampled and accumulated, often in a random
walk fashion, until some threshold is reached for one of the response
options [6]. The evidence accumulation process governs a person’s
response speed and is influenced by the salience and complexity
of the choice options. Bias in these models is captured by the
relationship between the starting value of the evidence accumulators
and the response thresholds. If the accumulator starts at zero, then
the process is not biased; all responses are equally likely. If the
bias parameter is non-zero, then the process is biased toward the
response threshold closer to the bias value. This bias mechanism
captures behaviors wherein some responses, correct or erroneous,
are selected more frequently or more quickly than others.

Example: Homes for sale are comprised of a large number of
attributes drawn from real estate descriptions. Susan is likely to have
certain features along which she is organizing the options available
on the market, such as number of bedrooms, number of bathrooms,
basement square footage, and proximity to schools. This forms a
four-dimensional representation space into which the houses can be
organized. If she is weighing numbers of bedrooms and bathrooms
equally, we can describe her decision bias as equidistant from the
category centroids or close to zero. However, Susan has strong
opinions about basement square footage and proximity to schools.
Based on how she organizes houses into desirable and undesirable
categories, we might use models to infer that she is biased toward
liking houses that are within a 10 minute walk to schools but have
small basements less than 400 square feet.

Relevance to Visual Analytics: Visual analytic systems designed
to support data exploration capture an externalization of the ana-
lyst’s mental organization in the form of interaction. By leveraging
analytic provenance [32], researchers can better understand users’

strategies [9], processes that led to insights [17], and ultimately bet-
ter support the sensemaking process [48]. Different spatial layouts
and data encodings (colors, shapes, etc.) reflect mental organiza-
tion patterns, including perception of similarity between data points.
Characterizing the biases in this mental organization process pro-
vides a quantifiable way to describe the information representation
space and decision boundaries. For example, we can use the percep-
tual organization models to infer if the analyst is biased toward some
data attributes or certain clusters/labels. We could use the sequential
sampling model to identify biases in how analysts are weighing the
relative utility or value of a piece of evidence.

From the perspective that bias is a model mechanism, we can
also formally characterize bias from the other three perspectives
described in Sections 2— 4. Although these models are implemented
in a way that is rather agnostic to errors in reasoning, the bias param-
eters enable inferences about how errors from decision heuristics
occur. For example, anchoring bias would be captured as a bias
toward one of the response thresholds close to the anchor value in
a decision dynamics model. Bias as a filter can be formalized as a
bias node or parameter in a neural network or hierarchical model
of vision [43]. This would reflect the way information might be
differently sampled by an analyst based on the goal-related task s/he
is performing. Preconception bias can be included in models as la-
tent factors or correlates of measurable behaviors. As latent factors,
biases such as gender or race stereotypes can modulate other mech-
anisms in the mental models, such as the organization of similar
objects or response preferences [46].

6 DiscussiON

These four perspectives of bias illustrate the diversity in how people
process information and form a model of the world. Each are valid
perspectives that greatly shape how bias is framed in visual analytics
research. However, the multiplicity in definitions sometimes leads
to challenges in sharing and collaboration due to a lack of common
ground. One goal of this paper is to present these definitions, so
that we as a community have a starting point for discussing how
these perspectives fit within the visual analytic research agenda.
Additionally, when considering all of these perspectives, the space
in which to study bias in visual analytics increases dramatically.
This leads to several open challenges and opportunities for the visual
analytics community.

6.1 Does bias endanger mixed-initiative visual analyt-
ics?

Visual analytic applications continue to model users and adapt inter-
faces, visualizations, and analytic models based on their interactions.
However, how do such systems differentiate between valuable sub-
ject matter expertise (which should be incorporated), and biased
input? Without such techniques for identifying and guarding against
biased input, applications run the risk of showing users biased views
of their data that correspond to what they want to use, rather than
truthful representations of the information.

For example, in model steering situations, user input guides an-
alytic models to focus on salient aspects of the domain being stud-
ied [11]. Without guarding against potentially biased user input,
the system may overfit the model to the biased input. The result
may be a system that shows users the views they want to see, but is
essentially an “echo chamber” for their own biases.

A recent example that showcases the potential consequences of
human bias in systems is the Al chatbot, Tay [1,25]. The artificial
intelligence was intended to be a friendly chatbot that appealed
to young adults. The underlying model was continually trained
by incoming tweets, causing Tay to tweet increasingly racist and
misogynistic messages shortly after going live. While a vulnerability
in Tay was exploited, the chatbot nonetheless conveys what can
happen when human bias is introduced unchecked into a system.



An awareness of these potential risks will help us develop better
systems, and ultimately foster better data-driven decisions.

One approach for making the distinction between valuable do-
main expertise and biased input might be to consider the consistency
or inconsistency of a user’s interaction sequences. More sophisti-
cated approaches could be derived by studying the differences in
interaction sequences of domain experts and novices who are biased.

6.2 How to keep the machine “above the bias”?

Designing mixed-initiative visual analytic systems to reduce nega-
tive effects of biased user input is an interesting and important line of
research leveraging our bias classifications. As noted by Friedman
and colleagues, there are three types of bias that can influence com-
puter systems: pre-existing, technical, and emergent biases [13, 14].
Pre-existing bias arises from the attitudes or societal norms/practices
that the software designers might impart into system designs. This
is akin to our bias as a preconception perspective. Concerted efforts
can be made to address pre-existing bias throughout the visual ana-
Iytics design process, such as using the recent GenderMag method
to address gender biases in interface designs [4].

Technical biases are a consequence of technical considerations,
such as choice of hardware or algorithm. Computational technical
biases are unique from the various definitions of human bias we
summarized herein. But because they will contribute to biases
in mixed-initiative system performance, careful technical choices
should be made and appropriate details should be made available to
the user to facilitate informed interpretation of system behaviors.

Emergent biases arise from the use of a system, resulting from
changing context or knowledge in which a system is being used.
Friedman argues that these are more difficult to know in advance
or even identify in practice [14]. Emergent biases are highly likely
to occur in mixed-initiative systems, particularly as the interface
or algorithms are shaped by any of the aforementioned biases that
are influencing the user’s interactions. Theoretically, the role of the
machine is to be unbiased and to present a rational result based on
clear rules. However, there are limitations to this approach, namely
the lack of tacit knowledge and analytic context that cannot be easily
modeled. This has led to the rise of user-driven machine learning
that goes beyond a “supervisory” role in training [2]. Yet, as soon
as the human is re-introduced into the system, the rationality of the
machine is affected. How can we judge when this human-machine
teaming is succeeding or failing?

We propose that mixed-initiative systems are uniquely suited to
aid in the identification and mitigation of emergent biases, exactly
because mixed-initiative systems reflect the user’s analytic process.
To do this then, we must be able to correctly interpret the user’s
biases as they are captured by the computational system. The four
perspectives we have outlined will help the bias interpretation pro-
cess. Each provides a way to identify how that source of bias plays
out in the analytic process. To the degree that formal models are
available for each bias perspective, those can be integrated into the
system for more automated interpretations.

6.3 Could the mixed-initiative system impart bias to the
user?

Yes. A less-emphasized aspect of emergent bias is that the struc-
ture of the user interface may influence and bias the interactions of
the user. Reliance on machine automation and automated decision
aids can result in automation bias. This is the heuristic use of au-
tomation instead of more vigilant information seeking and decision
making [29,30,34]. The errors resulting from automation bias are
concerning for mixed-initiative systems, wherein those errors might
be integrated into the analytic results/visualizations or even the ana-
lytic processes. Of particular concern in this domain are automation
commission errors. These errors are inappropriate actions result-
ing from over-attending to automated aids without attention to the

context or other critical environmental information sources. Com-
mission errors occur when a user accepts the recommendation of
some machine analytics even when there is contrary evidence from
other information sources, either internal or external to the analytics
system.! The design of an interactive analytic interface may lend
itself to overemphasizing some analytic results or mixed-initiative
recommendations, such as highlighting recommendations or even
in the size or color that might make some recommendations stand
out over others. Automation bias to accepting the most strongly
emphasized recommendations could lead the analyst down a biased
analysis path. Does the system or the user bear the responsibility
for mitigating automation bias? We argue that if mixed-initiative
systems can cultivate emergent biases in both the machines and the
users, then mixed-initiative systems also offer new opportunities for
humans and machines to team up to mitigate negative bias effects.

6.4 Is bias good or bad?

The term bias tends to carry a negative connotation. It is perceived
as something that we should strive to eradicate. However, bias is not
always bad. Each of the four perspectives on bias differs in how it
impacts cognitive and perceptual processes.

From the perspective that bias is an error, we should work to
minimize it; however, it should not be confused with the heuristic
decision making processes that lead to such biases. We emphasize
that heuristic decision making is not inherently bad; it usually results
in more efficient decision making. Thus, it is imperative that in
attempting to mitigate bias as an error, we do not unduly limit
heuristic decision making processes in general.

From the perspective that bias is a model mechanism, it is neither
good nor bad. In this case, it is an objective characterization of the
decision making process. While the decision making process itself
may be suboptimal or erroneous (as is the case of bias as an error),
here bias just describes the boundary between response options.

From the perspective that bias is a filter and the perspective that
bias is a preconception, it can be both beneficial and detrimental
depending on circumstances. Perceptual filters prevent us from
experiencing information overload. However, they can also cause us
to inadvertently filter out information relevant to a given decision.
Unconscious biases like innate risk-aversion tendencies can help us
to make deliberate, mindful decisions, but on the other side of the
spectrum can lead to impulsive high-risk decisions. Thus, because
different perspectives on bias vary widely in their potential benefits
or risks, it is imperative to thoughtfully define the perspective and
scope considered for bias detection or mitigation efforts.

7 CONCLUSION

Bias is a particularly important consideration in the design of mixed-
initiative visual analytic systems, where biased human input can
shape analytical models. Thus, in this paper we have described four
perspectives on bias particularly relevant to such human-machine
collaborative systems. We hope that by discussing and differentiating
these perspectives on the overloaded term “bias,” researchers and
developers can thoughtfully define which perspective they take in
their work on bias.
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!Commission errors are contrasted with automation omission errors,
which occur if the human-machine team fails to respond to system irreg-
ularities or the system fails to provide an indicator of a problematic state.
In visual analytics, an omission error could occur if a system “knows” an
algorithm might be mis-matched to a data type but does not alert the analyst.
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